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Применение методов математической статистики дает возможность ко
личественно оценивать связи между экономическими явлениями, а также
построить и проанализировать экономические модели стохастического ха
рактера.

Целью данной консультации является описание
жественной корреляции и регрессии.

методов парной и мно-

I. ПОНЯТИЕ КОРРЕЛЯЦИОННОГО И РЕГРЕССИОННОГО АНАЛИЗА
И ПРЕДПОСЫЛКИ ИХ ПРИМЕНЕНИЯ

Основными условиями объективного анализа экономических взаимо
связей являются корректная постановка задачи, правильный выбор метода
исследования и соответствующая данному конкретному объекту интерпре
тация полученБсых результатов. Для выполнения этих условий экономист
должен иметь четкое представление о видах связи, имеющих
номике. Количественно измеримые экономические

место в эко
явления могут быть

выражены как случайными, так и неслучайными величинами
Связь между двумя величинами называется функциопальной, если лю

бому определенному значению величины (из множества ее возможных
значений) соответствует одно и только одно определенное значение вели
чины X,. Связь между двумя величинами называется стохастической,  если
после определения значения величины Х2 величина Xi останется случайной,
споу>бной принимать различные значения с определенными вероятностями.

Как стохастическая, так и фуикциональная связь не тождественны с
причинном связью между экономическими явлениями. Под причинной бу
дем понимать следующую связь: явление :Г2 служит причиной явления
если появлению агз всегда сопутствует появление а:,. При изучении связи
менаду явлениями стохастическая зависимость часто указывает на соответ
ствующую прщшнщчо зависимость (например, зависимость производи
тельности труда рабочих от стажа работы по данной специальности) . Но
при наличии стохастической связи между явлениями может и не быть
причинной зависимости между ними. Это происходит потому что оба яв
ления в отдельности зависят от общих факторов. Так, связь между фондо
отдачей и себестоимостью (затратами на 1 рубль товарной продукции)
является стохастической и ненрнгшнной, так как оба эти показателя зави
сят от фондовооруженности, электровооруженности и т. д.

* В настоящей консультации предполагается, что читатель ознакомился с ос
новными понятиями теории вероятностей и математической статистики, данными в
консультации С. А. Айвазяна [1].
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Частными случаями стохастической формы связи являются корреля
ционная и регрессионная связи. Две случайные величины являются корре
ляционно связанными, если матедматическое ожидание одной из них ме
няется в зависимости от изменения другой. Метод математической стати
стики, изучающий корреляционные связи между явлениями, называется
корреляционным анализом. Корреляционный анализ представляет собой
инструмент, позволяющий количественно оценивать связи между большим
числом взаимодействующих экономических явлений, ряд из которых не
известен. Его применение делает возможным проверку различных эконо
мических гипотез о наличии п силе связи между двумя явлениями или
мeн^дy отдельным явлением и группой явлений, а также гипотезы о фор
ме связи.

Применение корреляционного анализа предполагает вьшолнение сле
дующих предпосылок: 1) слу^шйные величины и сгг (в лшогомерном слу
чае Xi . . . ,Хт) могут рассматриваться как выоорка из двумерной (мно
гомерной) генеральной совокупности с нормальным законом распределе
ния-2) отдельные наблюдения стохастически независимы, т. е. значение
панного наблюдения не должно зависеть от значения предыдущего и по
следующего наблюдений; 3) дисперсия случайной величины iCi остается
постоянной при изменении величины 0:2 или пропорциональна некоторой
известной функции от а:2*; 4) математическое ожидание величины xi при
X принявшей определенное значение, можно выразить  в виде функции
^’=/(0:2), линейной относительно определяемых параметров .

Перед началом корреляционного анализа необходимо проверять
полпение этих предпосылок.

Связь между случайной и неслучайной величиной называется ре^ес
,1тпнЕОН а метод анализа таких связей - регрессионным анализом. При
менение регрессионного анализа предполагает обязательное выполнение

^Р^^егресТпонтай связан с корреляционным. При выполне^

nW,—г...
менее ?кесткпе i „„„ттггчя возможно даже в случае некоторого отличия
деипе йной величины от нормального, что существенно для
распределенпя пчспнеделенпе экономических величин асиммет-
экономики, так ^-р^^ессиониом анализе обязательно при-
ричио. в качестве фунщпп в является
отмается случайная переменная, а аргументом, к ц
неслучайная переменная. т^огпрггпоппого

Примером возможного ^ рду^иостп труда, себестоимости и дру-
ке является ^исследование про^ показателей от таких факторов, как раз-
гих качественных экономичесотх ,-я„„(5отной платы  в затратах на про
мер основных фондов, удельньш вес ^
изводстве, уровни специализации, коо р р

вы-

нии

анализа в экономи-

стоянпа О проверке постоянности д i'
X. (см. [3, гл. XI й]) линейно зависящей от а, если соблюдается равен

ство 02) = Ф1(^ь ш!ш И «аргументы» будут "^пользоваться бе^от-
В дальнейнюм «фувкцш зависимости между анализируемы

посительпо к паличшо или У
ми явлениями.

**»

7*
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II. ЛПИЕШЫП КОРРЕЛЯЦИОННЬШ И РЕГРЕССИОННЫЙ АНАЛИЗ
ДВУХ ПЕРЕМЕННЫХ

Корреляционный анализ связи между двумя экономическими явления
ми Xi п Xz опирается на предпосылки, рассмотренные в разделе I. Для про
верки гипотезы о наличии связи между ними и оценки тесноты этой связи
вычисляется коэффициент корреляции г
ляцпоыное отношение г|х,х;., если связь нелинейна. Для нахождения коэф
фициента корреляции в литературе предлагаются разные формулы. Одной
из них является следующая:

если связь линейна, и корре-XiXjj

/Ъ ^' Xi^Xzj — S.^2j
j=l j=l3=1

(1)
2-

где n — число наблюдений в выборке.
Коэффициент корреляции изменяется в интервале —1  ^ Гх,хг ^ +!●

При Гх,х2 = ±1 между Xi и хг существует прямая пли обратная функцио
нальная связь. При коэффициенте корреляции, равном О, между х\ и xz не
существует корреляционной связи. Если коэффициент корреляции нахо
дится в интервале —1 < Гх,х. < О или О < г^.х, < 1, то между х\ и хг су
ществует обратная или прямая корреляцпонпая связь.

Следует еще раз подчеркнуть,
реляции в качестве показателя тесноты связи имеет смысл в том и только
в том случае, когда полностью выполнены предпосылки корреляционного
анализа. В остальных случаях его интерпретация оказывается ненадежной.
Часто интерпретация коэффициента корреляции услозкняется в связп с
тем, что две исследуемые переменные причинно зависят от других факто
ров, в числе которых оказывается один шш несколько факторов, влияющих

оба показателя. В этом случае высокая корреляция между х\ и xz не
указывает на причинную зависимость Xi от Xz*.

Значение коэффициента парной корреляции является случайной вели
чиной, зависящей от объема выборки. С уменьшением числа наблюдений
надежность коэффициента корреляции как измерителя тесноты связи па
дает. Для оценки этой надежности необходимо изучить вид распределения
коэффициента корреляции в выборочной совокупности. Доказано, что с уве
личением числа наблюдений (свыше 500) распределение коэффициента
Гх,хг, не превьппающего 0,9, стремится к нормальному.

Полученный из выборки коэффициент корреляции является оценкой
соответствующего «истинного» коэффициента корреляции, существующего
в генеральной совокупности, а именно последний и характеризует «истин
ную» тесноту корреляционной связи между двумя экономическими явле-

пнтерпретация коэффициента кор-что

на

* Иапрпмер, при изучешш связи между производительностью труда п фактора-
влпящими на ее уровень, коэффициент парной корреляции между производитель

ностью труда и объехмом произведенной валовой продукции для предприятий цемент
ной промышленности оказался равным 0,71. После исключения влияний других фак
торов производства парный коэффициент корреляции между этими же факторами
оказался равным 0,06, т. е. практически связью можно пренебречь. Завышенная ве
личина коэффициента парной корреляции явилась результатом наслаивающегося
влияния на эту связь показателей фондовооруженности, специализации
ходящихся в корреляционной связи с показателем объсхма произведенной в о
продукции.

ми.

J
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ииямп. Поэтому вместо того, чтобы дать одно единственное значение оцен
ки коэффициента корреляции генеральной совокупности, лучше построить
так называемый доверительный интервал, в котором  с определенной веро
ятностью этот коэффициент находится.

При этом выдвигается и проверяется гипотеза о том, что «истинный»
коэффициент корреляции равен нулю, т. е. проверяется гипотеза об отсут
ствии корреляционной связи-между изучаемымп явлениями.

Обозначим через рх,х, «истпппый» коэффициент корреляции в генераль
ной совокупности. Тогда' величина доверительного интервала, в котором он
должен находиться, будет равна:

(2)^XiX2 Рх,а:г г»

где Sr — среднеквадратическая ошибка выборочного парного коэффициен
та корреляции, вычисляемая по формуле:

Sr={i-rx%,)in — l. (3)
Величина tj (т — табличное значение) имеет распределешхе Стыодента

с числом степеней свободы * v = н — 2. Для определения значения U не
обходимо задаться так называемым уровнем значимости а, т. е. вероятно
стью Р = 1 — а того, что рхгхг находится в доверительном интервале (2).
Затем по таблице значений критерия ^-Стыодента (см. [3—5]) при v =

 2 находится теоретическое значеиие п подставляется в формулу
(2) Б данном случае интервал двусторонний (нас интересуют +tjSr), по
этому для каждой из сторон подставляем для а / 2.

При малом числе наблюдений в выборке и высоком коэффициенте кор-
пеляции ?\,х. для проверки гипотезы о наличии корреляционной связи пли
отличии от предполагаемого «истинного» значения а также для по¬
строения доверительного интервала применяется преобразование 2-Фи-
шера. Для этого вычисляются величины

1 , 1+ Гх,х,_

= п

1 1 1 + рх,х. (4)Z2 =Zi =
PxiX*

небольшом значении п величина zi — zz рас-
средней, равной пулю, п средним квадратическим

Х1Х2

Доказано, что даже при
пределепа нормально со '
отклонением: (5)= VV« - 3.

Перейдем теперь к рассмотрению регрессионного
ПИИ парных линейных связен между экономическими явлена

Линейную зависимость средних значении от изменения значении ^2
выразить уравнением регрессии.

= йо "h ^2.

анализа при изуче-

можно (6)
Xi

лт - жжттпттрит негрессип Д, или коэффициент регрессии Xi по д:2.
Угловой коэффициент регрс ^ ^ среднем изменяется когда n^ie-

КпзАсЬициент До показывает значение Xi прп xz — 0.
Коэффпци коэффициента д зависит от припя-

сколько

Поэтому для интерпретации коэф-
называемыо коэффициенты эластич-

показывает, на
няется на единицу-

Необходимо отметить, что
тых единиц измерения “личпн ж, и й
фпциента а удобно ыспользонать так

вычисляемые по формуле.cfностц, = axi (7)fXi-

’  гвободы равно числу независимых веяпчпи, участвующих в об-
* Число степеней <-вии опо равно общему числу величии, по которым

разовашш того или ^/.^цедо условий, связывающих эти величины,вычисляется параметр, у
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Коэффициент эластичности показывает, на сколько процентов в среднем
изменяется величина xi с изменением велп^шны Х2 на один процент.

Задачей регрессионного анализа является вычисление неизвестных па
раметров ао и а, а. также их статистических характеристик. Значения оце
нок йо и а будут оптимальными в смысле минимизации суммы мадратов
отклонений фактически полученных значений функций xi от значении,
полученных подстановкой в уравнение регрессии (6) значений аргумен
та Хг, т. е. будут минп^шзupoвaть функционал:

71

(8)тш,
j=i

где Xjj — расчетные значения функции.
Методом, позволяющим выполнять это условие, является метод наи

меньших квадратов *. В случае наличия регрессиопиой связи между явле
ниями xi IIХ2 параметры ао и ai можно вычислить по формулам:

п

2 (^Ij — Xl) (Xzj ~ Хг) j^(X2j — X2)^
j

(9)ai =
=i 3=1

ао — xi — ^iX2-

Значимость отличия a от «истинного коэффициента» регрессии а прове
ряется по критерию t CV = п — 2 степенями свободы. Величина вычис
ляется по формуле:

(10)(а — а) f SО )

где
п п

S (а^1з —^i3-)V( 2) S {X2j — X2)^- (И)S, п —
3=1 ,

Аппарат парного корреляционного анализа тесно связан с парным ре
грессионным анализом. Аиализ корреляциониои связи между двумя эко
номическими явлениями можно дополнить изучением коэффициентов
регрессии. Коэффициенты регрессии связаны с коэффициентами корреля
ции следующим образом:

а) o.xiXi^ ■, б) а )-XiXi

(12)
в) аохуХг ^ XI <^XiXiX2\ г) flo-VaXi Х2 — Ox^XiXf.

Из уравнений видно, что

3=1

— T'xiXiiSxi/Sxi
Тогда:

(13)= Уаг = гX = гX ●аiXt jX, XiXi

Найденные через г коэффициенты парной регрессии минимизируют так
называемую остаточную дисперсию 5^^^:

ХгХг

^ост = <5',^.(1-/-^),

ту часть дисперсии величины, принятой в качестве функции, которая
пе объясняется влиянием аргумента.

Отсюда (так называемый коэффициент детерминации) показывает
долю дисперсии функции, объясняемую аргументом при данном значеиии
коэффициента регрессии а.

* Так как парная корреляция и регрессия являются частным случаем
венной корреляции и регрессии, вычислительная схема метода наименьших др -
тов будет дана в разделе III. Подробные сведения  о методе паилгеньшпх ь ^дp
даны, например, в работе [3].

(14)
т. е.
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III. НЕЛИНЕЙНАЯ ПАРНАЯ КОРРЕЛЯЦИЯ И РЕГРЕССИЯ

Связи мёжду экоиомпческимп явлениями часто бывают нелинейными.
Например, связь между себестоимостью 1 ц зерна и урожайностью имеет
вид гиперболы, связь между фондоотдачей на 1 тыс. руб. основных фондов
и коэффициентом использования производственных мощностей представ
ляет собою параболу, связь между расходами на питание (в пересчете на
1 потребительскую единицу) и числом детей в семье выражается степен
ным уравнением. При этом нередко эти связи нелинейны относительно
параметров. Поэтому применяя регрессионный анализ для изучения свя
зей такого рода необходимо преобразовывать кривую регрессии в функцию,
линейную относительно параметров. Например, степенную функцию вида

X £ Яо (15)

можно привести к линейной логарифмированием левой  и правой части
уравпеппя (15): (16)In Xi = lnao-{- а In Х2.

Параметры этой функции можно найти вышеизложенными методами.
В общем виде принцип преобразования выглядит следующим образом:
имея функцию

(17)Xi = f(X2),

нелинейызчо относительно параметров «о и я, найти функцию

<р(а:) ao-{-ag{x2). (18)

линейную относительно параметров Яо и я.
Поскольку в практике экономического анализа класс функций, нели

нейных относительно параметров регрессип, достаточно обширен, в рамках
настоящей консультации не представляется возможным рассмотреть их.
О приведении этих функций к линейным и предпосылках, предшествую
щих замене перемепных и линеаризации, достаточно подробно говорится

работах [2, 3, 5]. Оценка значимости коэффициентов регрессии подобно-
рода кривых подробно разбираются в этих же работах.
В случае нелинейной зависимости между экономическими явлениями

коэффициент корреляции теряет физический смысл. Для измерения тесно
ты криволинейной корреляционной связи применяется так называемое
корреляционное отношение.

Корреляционное отношение т)*,*, вычисляется по формуле:

в
го

/
г ” ” *1

1—2 — 2 -
3=1

Этот показатель имеет тот же смысл, что п коэффициент корреляции,
но только для криволинейной формы связи между переменными.

Кп^Гтшя корреляционного отношения заключена в пределах О < ц <
1 R функциональной связи ц -= 1. Бели же корреляционная

^ 1 . Ь слунае ^^ 0. Однако значение ц = 0 не означает отсут-
связь висимости между экономическими явлениями,

равноправны. Но = п..,

случае лпнейной завпспмостп. В этом случае

остальных случаях, т. е. при криволинейной зависимости
коэффициент корреляции по абсолютной велпчппе меньше

(19)
7=1

а
X

ЛИШЬ в

Во всех
jX и
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наименьшего из этих двух корреляционных отношений. Между i].-
■ПхгЖ) нет какой-либо простей завпспмостп. Так, Xi может не быть коррелн-
рована с хги = О, тогда как т)

В практической работе экономиста обычно интересует только одно из
корреляционных отношений, а именно корреляционное отношение между
фактором, принятым за функцию, и фактором, принятым за аргумент.

На соотношениях между т) и г можно построить критерий крпволпней-
ности связи между xi п Х2. УпроЕцениая формула такого рода критерия
имеет следуюш;ий вид

и

= 1.XiXi

1ri 1 —
(20)-Лк =

0,67449 2
Если значение вычисленного к > 2,5, то корреляционную связь можно

считать криволинейной *.
В связи с тем, что и вычисляется для выборочной совокупности, корре

ляционное отношение генеральной совокупности т)т находится в интервале:
Т1 — t^Sr\ ^ Т)т ^ Ц + (21)

(22)5, = У(1-11')/(/г-2).

Значение берется из таблицы для заданного а и числа степеней сво
боды V = п — 2. Фактическое значение to вычисляется по формуле:

гф = пУ(«-2)/(1-п=). (23)

проверка значимости отличия от нуля выборочного значения ц по to
производится аналогично проверке значимости коэффициента парной кор
реляции.

Следует обратить особое внимание на то, что использование корреля
ционного отношения т) имеет смысл только для функций криволинейных,
но линейных относительно параметров. Для функций, нелинейных относи
тельно параметров, корреляционное отношение не может служить точным
измерителем тесноты связи. В случае приведения функции (17) к виду

корреляционное отношение т) имеет смысл для функции (18), но не
. Поскольку пока не предложено других измерителей тесноты связи

(18)
(17)

Формулы для пычпсления коэффици
ентов эластичностиВид уравнения регрессии

(24)Xi=ao-\-aiXz-\-a2

Xi = flo CL-]\XiX2

9 = (a^^2aX2)-f_
Э = ах
Э=ах-~

X

(25)
(26)i

ааХ2 Q   apgi ^
~ (Х2-НЯ1)- Xi (27)Xx

X2+ai
Oi fl i X2Э (28)Xx — Uq-

(х2+аг)^ X]Х2-Гй2
аг X2ax (29)Э=Xi=an-{ (a;2—122)2 xi

ap {а\-\-ач) ,
X2—fls

ap (Хз—Q2) (30)Xi
(X2-{-ai)

ъюжно
* Более точные, но более сложные формулы критерия криволинейности

найти в работах [2, 3, 6].
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ДЛЯ функций вида (17), на практике нередко т) считается ее достаточной
оценкой.

Для экономической интерпретации нелинейных связей между двумя яв-
ленпями удобно пользоваться коэффпцпентамп эластичности. Выше приве
дены формулы вычисления коэффициентов эластичности для некоторых
нелинейных функций, наиболее часто применяемых в экономической прак
тике (см. таблицу).

Экономика характеризуется сложной взаимосвязью между большим
числом различных явлений. Поэтому анализ парных связей имеет ограни
ченное применение. В данной консультацпп он рассмотрен так подробно
из-за того, что ясное понимание задач и проблем множественной корреля
ции и регрессии невозможно без твердого знания анализа парных связей.

IV. множественный корреляционный
и РЕГРЕССИОННЫЙ АНАЛИЗ

Примепение множественного корреляционного и регрессионного анали-
предполагает выполнение предпосылок, сформулированных выше для

- корреляционного и регрессионного анализа. Многофакторному ана-
связей между экономическими явлениями предшествует конкретный

анализ объекта исследования.

за
парного
лизу
качественный

Лишь после экономического качественного анализа объекта псследова-
переходить к сбору исходных данных применительно  к вы-ния можно

бранному методу исследования.
^ Для корреляционного и регрессионного анализа исходные данные удоб

но представить в виде матрицы:
^11 ^12 ● ● ● ● ● ● ^1тп

Х2\ Х22 . . . X2i . . . Xzm

(31)Хи =
Х\2 . . . Xji . . . X’jxnХд

^п1 ^п2 ● ● ● ^пг ● ● ● ^пт

наблюдений (/ = 1, 2, 3, .. . , /г), m — число изучаемых не¬где п — число
ременных (г = 1,2,3,... , т.).

Для измеренпя тесноты связи между двумя из рассматриваемых пере
менных применяются парные и различного порядка частные коэффициен
ты корреляции. Частные коэффициенты корреляции характеризуют корре-

между двумя величинами без учета их взаимодействияляционпую связь
с другими величинами.

Формула частного коэффициента корреляции между переменными
и  при включении влияния л:з имеет следующий вид:

XI

(32)= (?'t2 — ЧзГаз) / У (1 — Г1з^) (1 — Г2з^).Ti2.3

КоэАЛиппеиты частной корреляции, в которых исключено влияние
ТОЛ1КО одного фактора, называются частными коэффициентами корреляции
первого порядка Тогда обычный парный коэффициент корреляции являет
ся частным коэффициентом корреляции нулевого порядка. Формула част-

коэффпциента корреляции любого порядка следующая:ного

.  1) (^lm.34,...,(m—1) ' ^2m.34,(m—1)) (33)ri2.34 т Y(i- l̂ )(i-r?2 )ni.34 (m-1) m.34,.,,,(m—1)
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С вычислительной точки зрения более экономична следующая схема
вычислений. Вначале вычисляются все возможные коэффициенты парной
корреляции и сводятся в матрицу:

1 ^12 ^13 ● ● ● ^im

Г21 1 /*23 . ● ●М = (34)
^ml ^m2 ^m3 ● ● ● 1

Матрица (34) симметрична, так как = где i, /с = 1,2,..., щ.
Для i — krih — i. Тогда:

.... i~l, t+1 k-l, ft+1, .. A/f >m

где Dik — определитель, образованный вычершванием г-й строки и А:-го
столбца; Da, Dhh — определители, полученные вычерхшванием i-й строки я
z-го столбца, ^-й строки и /с-го столбца для каждого определителя соответст
венно. Знак корня в знаменателе нужно брать положительный.

Парный коэффициент корреляции между факторами обычно не равен
соответствующему частному коэффициенту. Если первый измеряет
пень тесноты связи между явлениями без учета их взаимодействия с дру
гими явлениями, то второй — при условии, что они связаны с другимиявлениями.

сте-

Насколько это существенно, покажем на следующем примере. При изу
чении связей меи?ду производительностью труда в цементной промышлен
ности (xi), электровооруженностыо труда (х2) и часовой производитель
ностью вращающихся печей (жз) получен следующий коэффициент парной
корреляции Г13.2 = 0,826, тогда как частный коэффициент корреляции меж
ду факторами Xi и хз Г13.2 = 0,344. Коэффициент Г13.2 более чем
в два раза меньше соответствующего парного коэффициента корреляции

Частные коэффициенты корреляцииПз. изменяются в интервале
,тп

Значимость и доверительный интервал для частного коэффициента кор
реляции определяются так же, как для парных коэффициентов корреляции
(см. выше). Разница лишь в числе степеней свободы. Для частного коэф
фициента корреляции число степеней свободы v = п~ к, где к — поря
док частного коэффициента корреляции.

Для определения тесноты связи менаду фактором-функцией и несколь
кими факторами-аргументами служит множественный коэффициент кор
реляции. Он равен:

^г. г+1 т

где D — определитель матрицы парных коэффициентов корреляции.
Множественный коэффициент корреляции изменяется в интервале

о ^ 5^ 1. Если Л = о, то не имеется корреляционной

)

связи между яв-
лением i ж остальными явлениями. В случае, если i? = 1, эта связь функ
циональна. Среднеквадратшгеская ошибка Sr для коэффициента множест
венной корреляции определяется по следующей формуле:

(35'

Sr = (1 — ^ (36)

Существенность R определяется по критерию F (Фишера):

— m — 1) (37)FФ  —

с числом степеней свободы vi = т\ V2 = п — ш — 1, где ^’ф — расчетное
значение критерия F.



435корреляционный и регрессионный анализ

Теоретпческое значение Ft находится по таблице при заданном уровне
значимости а (см. [4—6]). При небольшом числе наблюдений величина
выборочного коэффициента множественной корреляции имеет тенденцию
завышать долю вариации, характеризуемую остальньвш явлениями. По
этому величину R следует корректировать по формуле:

тг-1
(38)R = п — т — 1/J'^

где R — скорректированное значение множественного коэффициента кор¬
реляции.

Величина В?- называется множественным коэффициентом детермпнации.
Она показывает, какая часть дисперсии функции объясняется за счет ва
риации линейной комбинации аргументов при данных значениях коэффи
циентов регрессии сц.

По аналогии с парным коэффициентом детермпнации и лшожествен-
ным коэффициентом детерминации можно ввести частный коэффициент
детерминации. Соотношения между коэффициентами детерминации под
робно рассматриваются в работе [5].
^ Одним из наиболее важных и неразработанных вопросов является во-

выборе вида уравнения регрессии для описания связи между эко-
явленияхми. Иногда указания на соответствующий вид урав-

опрос
номическими

Т1ИЯ можно получить на основе теории данного экономического явления,
^^та11же из результатов аналогичных исследований других экономистов.
Однако предварительные сведения для выбора типа функции часто отсут-
твуют. В этом случае форму связи можно определять эмпирически пу-

^  J построения нескольких уравнении регрессии, отличающихся друг от
^ vra как по своей алгебраической форме, так и по набору включенных
^ них переменных. Сравнение их между собой и выбор наиболее прпемле-

го для экономического анализа производится статистически с помощью
коэффициентов мнон^ественпой корреляцпи и /’-критерия. Здесь также мо-
rvT помочь личный практический опыт и знания исследователя.
^ Рассмотрим два наиболее изучехшых вида уравнения регрессии, широ-

в экономической практике:

&

в

ко используемых
а) линейное уравнение:

(39)= Й1 “Ь Н” ● ● ● 4" (hnXmyХ\

б) степенное уравнение: тп
о» ~

Xi = (liX2 Xz, ● ● ● t

исходная информация записывается в виде

параметры уравнения регрессии ai, аг,. .., От по

(40)

Как уже говорилось выше,
матрицы (31).

Требуется определить

(39М^ мпптшзацш! выра
* .

2   2 [Xlj — {di azX.2j dzXsj a.mXmi)T- (41)

жепия :

j^i

., От необходимо найти первые
Для определения ^ приравнять их нулю. По-

с1'"соТтвТс^ГюЩИХ преобразований получится так называемая -
опускать индексы при знаке 2.

си

● В дальнейшем будем

стема
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нормальных уравнении:

nCL\ -j- Й2 2 dm 2 — 2

2 ̂ 2j + Й2 2 Ч" ● ■ ● + й,,п 2 = 2

2  + Я2 2 dm 2 ^mj = 2

(42)

di

di

или в матричной записи:

{ГХ)Л = X^Xi, (43)

где А и Xi — векторы-столбцы:

Й1 ^11

dn Х\2А = ;  Xi = (44)
а ^1пт

X* — транспонированная матрица X. X —
причем

матрица значений аргументов,

^|Ц ^21 . . . Xii . . , Xjni

х = Xoj X^j Xij . . . Xjj . . . Xjni (45)

^2n . Xim . . XТ ● ПП

агог = 1.

Тогда решение системы (42) запишется в виде:

А = (Х'Х)-^Х' Хи (46)

На практике параметры уравнения множественной регрессии находят
ся иногда также с помощью коэффициентов парной корреляции. Этот спо
соб состоит в нахождении коэффициентов парной корреляции, опреде
лении по ним коэффициентов регрессии в стандартизованном масштабе
(так называемых р-коэффициентов) переходе от них к коэффициентам
уравнения множественной регрессии в натуральном масштабе,

ели ^заранее не известен тип функции, описывающей связь между
функцией и аргумеитамп, ее мояшо представить в виде уравнения:

Xi = aiA-a2X2A-.. . + атХт + a^xz^ + а^тХщ^ +
+ ̂ 2m+i Х2Х3 -}- Й2„г+2 X2Xi -j- . . .

П

(47)

Переменньхе в (47) могут быть в любой целой степени,
скоп работе обычно достаточно полинома 2—3
менить

но в практггче-
порядка. Если теперь за-

— Хт+1^ Хз^ = ̂ m+2j ● ■

то получим уравнение:

= Й1 -f- «22^2 + . . . + + «m+i Хт+1 + ̂ zm Хзт +

+ ®2m+l 2^2m+i + Й2т+2 ̂ 2m+2 ● ● ●

Уравнение (48) — линейное уравнение, в котором все переменные
годятся в первой степени. Следовательно, для определения коэффицпен-

^ — ^2т| ^2^3 — Xzm+il XzXi =X ^2ttj+2» ● ● ●»т● >

(48)

на-
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тов регрессии к нему можно применить изложеннную выше вычислитель
ную схему.

Для нахождения параметров степенной функции (40) ее необходимо
привести к линейному виду. Прологарифмируем левую  и правую части и
произведем замену переменных:

lnxi = Zi; \n.ai — ai \ \пХ2 = Z2\ . .. \ Ых

Тогда уравнение регрессии примет вид:

Zi = di -f- (I2Z2 + . . .

Параметры его находятся методом наименьших квадратов.
После того, как найдены параметры уравнения регрессии, необходимо

проверить его значимость.
В случае анализа корреляционных связей сравнение регрессии счита

ется значимым, если значим коэффициент множественной корреляции R.
В случае анализа регрессионных связей мы 'Ие имеем права пользоваться
для этих целей коэффициентом R, применимыми остаются лишь методы
дисперсионного анализа: /^-критерий дает общую проверку достоверности
коэффициентов регрессии. К тому же с помощью величины i^-критерия
можяо проверить гипотезу о том, что ai = а2 = ...  = От = 0.

Fo = S,^!S2^

(49)= Zт-т

(50)

(51)

с числом степеней свободы vi — — п — т — 1, где

2 {Xi — xi)^ S(a:i —ici)2
(52)71 — m — 1m

Если величина ^’ф, полученная по уравненшо (51), превышает таблич-
значенпе F^ -при заданном уровне значимости а, то гипотеза о равен-

= о отвергается,
проверить значимость отличия отдельных коэффпциен-

пое
стве ai = (^2 — '

Можно также
лшавнения регрессии ai от гипотетически предполагаемого значения

ai. Для каждого коэффициента регрессии i можно рассчитать величину
tiO.

2  X±j)^Cii/ (И- 771 1)йг — ai
‘ = {ai — ai) ’  (53)tiO — —

Sai

й элемепт матрицы, обратной к матрице системы
как tтЕе Си — г-й дпагона.чьныи -

тормальных уравнений (47). Эта функция проверки распределена
^  __ 1 степенями свободы.

^“можио ?акже™ассчптать доверительный иптервап, в котором с вероят-
тожао icu находиться коэффициент регрессии а*. Он опреде-ностью Р i — и

ляется по формуле: (54)а{ ± tjSai ●

уравнения множественной регрессии (39)
изменяется функция с изменением аргу-Коэффицпенты линейного^^

показывают, на сколько ^gQ^oM положении других аргументов
мента на одну ед ^ з отличие от коэффициентов парной ре-
на определенном ур ● ^ коэффициентами частной регрессии.

no'Saior™ можно ввести и частные коэффициенты эластичности. Для
уравпопиГ(39) они рассчитываются по формуле:

Si — OiXilxi. (55)
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Частные коэффициенты эластичности показывают, на сколько про
центов в среднем изменяется функция с изменением аргумента па 1%
при фиксированном положении других аргументов.

Для уравнения вида (40) коэффициенты регрессии at равны соответ
ствующим частным коэффициентам эластичности.

V. ПРОБЛЕМЫ И ТРУДНОСТИ, ВОЗНИКАЮЩИЕ
ПРИ ПРИМЕНЕНИИ МЕТОДОВ МНОЛПЗСТВЕННОГО КОРРЕЛЯЦИОННОГО
И РЕГРЕССИОННОГО АНАЛИЗА В ЭКОНОМИЧЕСКИХ ИССЛЕДОВАНИЯХ

Автокорреляция. В практике экономико-статистических исследовании
для увеличения числа исходных данных часто пользуются так называемым
методом заводо-лет. Сущность его заключается в следующем:
по каждому объекту исследования (например заводу) берутся за ряд лет
и рассматриваются как отдельные наблюдения. Между показателями од
ного и того же объекта, взятыми за ряд лет, будет наблюдаться автокор
реляция.

Под автокорреляцией понимается корреляция менаду последовательны
ми отдельными наблюдениями временного ряда. Например,
тели какого-либо объекта взяты за ряд лет: хц, х\2^ ., ,, Xim^ то под автокор
реляцией для этого временного ряда понимают корреляцию между ря
дами: Хц, ^12,. . . , ^im-i П Xiz, Xis, . . ., Xim.

Наличие автокорреляции приводит к искажению величин среднеквад
ратических ошибок коэффициентов регрессии, что затрудняет построение
их доверительных интервалов, а также проверку их значимости. Кроме
того, автокорреляция приводит к сокращению числа эффективных наблю
дении, так как показатели одного и того же объекта, скажем за пятъ
лет — это качественно нечто совершенно иное, чем показатели пяти объ
ектов за один год. В первом случае мы фактически имеем дело лишь с од
ним независимым наблюдением, ввиду того, что состояние этого объекта
в к-м году определяется состоянием этого объекта  в предыдущие годы. Во
втором же случае рассматривается пять независимых наблюдений.

Поэтому следует с особенно большой осторожностью
ходным данным: необходимо проверять, имеется

показатели

если показа-

относиться к пе¬
ли автокорреляция, и в

случае значимости последней применять меры по ее устранеппю. Вопросы
вычисления и исключения автокорреляции рассмотрены в работе [5].

Мультиколлинеарность. Нередко в практике экономико-статистическо
го анализа в исследование включаются два пли несколько линейно свя
занных аргументов. В таких случаях наряду с уравнением регрессии име
ются и другие линейные соотношения. Наличие такой линейной связи
между аргументами называется мультнколлинеарностыо. Теоретически это
может быть лишь в случае, если между некоторыми аргументами имеется
коэффициент корреляции, равный единице. Но известно, что ошибки на
блюдений снижают этот коэффициент, т. е. на практике он не равен еди
нице только из-за ошибок, содержащихся в наблюдениях. Поэтому при
нимается, что два аргумента коллипеарны (для нескольких аргументов —
мультиколлинеарны), если парный коэффициент корреляции (все парные
коэффициенты корреляции) по абсолютной величине больше 0,8.

Полу^1енные при наличии мультиколлинеарно связанных аргументов
коэффициенты регрессии и другие оценки являются неустойчивыми, т. е.
имеющими большую среднеквадратическую ошиоку, что часто приводит
к невозможности их экономической интерпретации. В этом случае необхо
димо один или несколько из линейно связанных аргументов из рассмотре
ния исключить. Вопрос о том, какую переменную исключить и какую оста-
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ВИТЬ, следует решать, исходя из теоретических пли практических сообра
жений.

Соотношение между числом аргументов п числом наблюдении. При
проведении множественного корреляционного и регрессионного анализа
экономистам часто приходится иметь дело с малыми выборками. Причем
число рассматриваемых аргументов бывает очень велико. Это при
водит к тому, что сильно увеличиваются доверительные интерва.чы коэф
фициентов регрессии и уменьшается их достоверность. В таких случаях

интерпретация коэффициентов регрессии бывает крайнеэкономическая
ненадежна.

Чтобы избежать этого, предлагают следующий грубый критерии соот
ношения между числом аргументов и числом наблюдении: при построении

число наблюдений в выборке долж-уравнения множественной регрессии
превышать число аргументов примерно в восемь раз.
В литературе также приводятся некоторые критерии, связывающие ко

эффициент множественной корреляции с числол! аргументов и числом наб
людений. Рекомендуется, например, соотношение: R  = (2т+1) / (2га—3).

Отсев несущественных аргументов. Одним из важнейших требовании,
к экономико-статистическим исследованиям, является от-

но

ппедъявляемых
бои наиболее существенных аргументов, влияющих на изучаемое явление.

Однако сложность п многообразие экономических явлений, наличие в
перекрещивающихся тенденций часто приводят к тому, что теоретп-

й анализ не позволяет однозначно ответить на вопрос о влиянии дан-
изучаемое явление. Поэтому в та-

них
ческяи

круга отобранных аргументов на _ ^
случаях целесообразно применять двухстадийный отбор: на первой

отбираются все аргументы, связанные с исследуемым явлением,
значение которых можно определить, а затем, уже во второй

математико-статистического анализа отбираются суще-

ного
ких
стадии
численное
стадии, на основе
гтвенно влияющие аргументы.

R таком случае встает вопрос об отсеве несущественных аргументов.
ЛуГ несколько коснулись этого вопроса, когда рассматривали проблему

ггггколлинеарности. Проблема отсева несущественных аргументов
не решена, да и вряд ли ее можно окончательно решить на все

полное литературе приводится большое число способов решения
случаи )ки . ,ер Г5]). Все они обладают как достоинствами,
'’irn^HeBOCTiTKaMH. всяком случае возможность применения каждого

„ИТ етжно рассматривать в конкретном исследовании.
“  HHKaitoro сомнения только один способ отсева несуще-

чоттаентов предложенный Андерсоном: аргумент можно ис-
ственпых аргу н^я ? ^гда, когда средняя квадратическая

ХГа коэффщнента регрессии превышает абсолютное значение вычис
ленного коэффициента интерпретации результатов рег-

Некоторые на вооружение методы
рессионного анализа. К ^ анализа, в определенный момент за-
корреляционного и регре ппобше применять методы математиче-
дает себе вопросы :1) можно можно то какие?; 2) как пптерпре-
ской статистики в экономике и если можно, то ка , ;
тировать полученные результаты?

В последние ддцдошог^^п регрессионного с
тов 5^,;^“™дяяты вопросы соотношений между стати-
ским задачам. связями. Следствием этого явилось создание
стнческими и причинным пытается модифициро¬

вав “днГменьш^ ^адратов, считая оценки последнего «смещенны
ми? Вместо одного уравнения множественной регрессии, включающего

этап переосмысливапия результа-
  анализа к экономиче-
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как причинно, так и непричппно связанные факторы, для целей описания
объекта и управления им вводятся системы рекурсивных п нерекурсив
ных уравнений, включающих в себя только причинно связанные перемен
ные. В советской литературе эти вопросы, к сожалению, пока не рассмат
риваются.

При проведении корреляционного и регрессионного анализа важно вы¬
делить круг экономических задач, для которых целиком выполняются все
предпосылки математической статистики: наличие гипотетической гене
ральной совокупности, равновероятность попадания отдельных наблюде
ний в выборку и т. п.

Такой же конкретности требует и интерпретация результатов примене
ния методов множественной корреляции и регрессии  к анализу связей
между экономическими явлениями.

Здесь легко прийти к ложным выводам. Корреляционньн); и регресси
онный анализ предназначен лишь для измерения степени взаимосвязан
ности тех или иных явлений. Поэтому результаты нельзя интерпретиро
вать в понятиях причинно-следственной терминологии без каких-либо
предварительных предположений. После того, как такие предположения
выдвинуты, множественный корреляционный и регрессионный анализ мо
жет подтвердить пли опровергнуть их и дать количественные оценки вли
яния различных факторов. Часто ошибочное истолкование результатов
связано с существенными недостатками исходного материала, слишком
упрощенным подходом к задаче. Следовательно, применение регрессии и
корреляции к решению экономических задач должно приводиться с край
ней осторожностью.

Надо всегда иметь в виду различие в задачах, которые могут возник
нуть в практической работе при рассмотрении стохастически
переменных, для того, чтобы сознательно выбирать  и рационально строить
применяемые методы, а также правильпо истолковывать результаты, по
лучаемые с их помощью. Это невозможно без четкого
понимания цели исследования. Здесь наиболее важной

связанных

и сознательного
предпосылкой ус

пеха является критическое отношение к предмету и методу исследования.
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ПРАКТИЧЕСКИЙ ОПЫТ

ОПРЕДЕЛЕНИЕ ВНУТРИРАЙОННОЙ СПЕЦПАЛПЗАЦНП
СЕЛЬСКОХОЗЯЙСТВЕННОГО ПРОИЗВОДСТВА НА ПЕРСПЕКТИВУ

И. Д. в л АЖ

(Москва)

В Г11 приведена методика составления экономико-математияескои задачи по от-
ттртпым данным колхозов Оргеевского района Молдавской ССР. Решение этой задачи
ппк^зывает какими пропзводствепнымп резервами располагают колхозы данного

и как опп могут быть использованы за счет более обоснованной спсцпалпза-раиопа
п?я?ко°поп°планпрованпи специализации сельскохозяйственного производства на

гтопгпрктиву вознш«ает необходимость использовать не только отчетные данные, но
Й^Гшое количество разнообразных нормативных материалов, а также учесть бо-

”  тпиоокий круг производственных и экономических условии. ^
nXoMV памп па примере колхозов Оргеевского района Молдавской ССР состав-

экономико-математическая задача по определению оптимального варпан-
: хозяйства на ближайшую перспективу (1970 г.), которая

Гппмулпруется также на основе общей задачи линейного программировашш При со-
^^ттрнтш этой задачи использованы осповные положения разработапнои в ВНИЭСХ
^тдапш |[2), которые конкретизировались и уточнялись применительно к местным
условиям колхо^зов^рапона.е сельскохозяйственного производства на

«г.гпе^пву определяется в разрезе выделенных в [1] трех групп колхозов. Поэтому
перспектпву и н м уравнений, характеризующих нормы производственных затрат
система ие^вьи . ресурсов, строится по каждой группе колхозов в впде
® ° ™™Ттричн^ш содержит необходимую инфор-
отдельного матр ^ ^ колхозов. Эта информация включает: перечень

относящу ^ дй п ограничении производства с их технико-экономиче-
сиыему у __ переменным данпого блока п оценки переменных в целе-

блока с некоторыми сокращениями приводится в

лее

лепа другая
специализацин сельскогота

мацшо,
переменных,

нервого
ПО

вон
табл. 1. ^тгтгптттпмп В задаче являются все культуры, выращиваемые в

Переменными ° все виды разводимого скота. Условия  п ограничения
колхозах Оргеевского района, U задачи тремя группами: 1) огранпчения по
производства ” песурсов; 2) огранпченпя, вызванные бпологиче-
п^пояьзованжю культур и отраслей; 3)_ огранилсния по
скпми особенностями ^®льскохоз>шо ^ сельскохозяйственной продущии.
обязательному производству оси^иш переменных по сельскохозяиствен-

В составленной ладане единщен Р ^^додству - центнер прпвеса, по круп
ным культурам является птицеводству - стр>-ктурная маточная голова,
ному рогатому скоту, ^вцев^с^ сельскохозяйственного производства по груп-

Оптимальный план спе^ализа^ ее с определением урожаино-
пам колхозов кормлевмя скота, распределением

удобреннйУ?е?нХп «™^Х^Йнос?Гсепьскохозяистввнных культур находится
^  По условиям зада^ УТОжаино^^^^^^ основных элементов питания (азота, фос-

ункциональнон _ почву с органическими
фора и калия), вносимых в почвУ д^ждой культурой для получения со-
Количество питательных элементе^ к рассчитывается как разность между общим
ответствующего уровня уроя^и д запасом питательных элементов, содер-
выносом этих элементов вмеые ^н^ каждая культура представлена в задаче
жащпхся в почве па i 7; идJJaльнo и максимально возможными уровнями урожаи-
двумя перемепнымп — с^ фактически достигнутый уровень урожайности в кол-
ностп. Нижняя среднем за 19G1, 1962 и 1964 гг. Верхняя граница — это уро-хозах каждоп

математичссвне

В

минеральными удобрениями.и

методы, J'T! 3
8  Экономика и


